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ABSTRACT
Addressing variability proactively during software engineering ac-
tivities means shifting from reasoning on individual systems to
reasoning on families of systems. Adopting appropriate variability
management techniques can yield important economies of scale and
quality improvements. Conversely, variability can also be a curse,
especially for Quality Assurance (QA), i.e., verification and testing
of such systems, due to the combinatorial explosion of the number
of software variants. Featured Transition Systems (FTSs) were in-
troduced as a way to represent and reason about the behaviour of
Variaility-intensive Systems (VISs). By labelling a transition system
with feature expressions, FTSs capture multiple variants of a sys-
tem in a single model, enabling reasoning at the family level. They
have shown significant improvements in automated QA activities
such as model-checking and model-based testing, as well as guiding
design exploration activities. Yet, as most model-based approaches,
FTS modelling requires both strong human expertise and significant
effort that would be unaffordable in many cases, in particular for
large legacy systems with outdated specifications and/or systems
that evolve continuously.

Therefore, this PhD project aims to automatically learn FTSs from
existing artefacts, to ease the burden of modelling FTS and support
continuous QA activities. To answer this research challenge, we
propose a two-phase approach. First, we rely on deep learning tech-
niques to locate variability from execution traces. For this purpose,
we implemented a tool called VaryMinions. Then, we use these
annotated traces to learn an FTS. In this second part, we adapt the
seminal 𝐿∗ algorithm to learn behavioural variability. Both frame-
works are open-source and we evaluated them separately on several
datasets of different sizes and origins (e.g., software product lines
and configurable business processes).

CCS CONCEPTS
• Software and its engineering → Software reverse engineer-
ing; Software product lines.
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1 INTRODUCTION AND MOTIVATION
Variability-Intensive Systems (VISs) are families of systems with
different specificities, while sharing a common purpose. Each indi-
vidual member of this family is referred to as a variant or a product,
which is defined by a combination of features (i.e., specific charac-
teristics). VISs encompass a wide range of applications, including
Software Product Lines (SPLs), configurable systems or adaptive
systems.

For Quality Assurance (QA) activities, such as verification and
validation, one of the challenges posed by Variability-Intensive Sys-
tems (VISs) lies the combinatorial explosion of variants. Even with
a relatively modest number of boolean features (i.e., options that
can be either activated or deactivated), such as 33, the number of
possible variants exceeds the population of the Earth. With 320
features, the number of variants surpasses the number of atoms in
the universe. To provide a comparison, the Linux Kernel counts ap-
proximately 15, 000 distinct features [30, 32], which are not limited
to boolean values but can have different types or attributes. When
considering the verification and validation of each product con-
figuration individually, tackling the problem becomes practically
infeasible. One solution to mitigate the impact of combinatorial
explosion is to reason on family models. Model-based approaches
facilitate the automation of numerous QA tasks, offering a viable
approach to address this challenge.

Several approaches have been defined to model the behaviour of
VISs. Classen et al. [8–10] defined Featured Transition Systems (FTS)
as a way to represent an entire SPL in a compact way. FTSs repre-
sent the behaviour of an SPL by a Labelled Transition System [5, 19],
whose labels are called Feature expressions. Feature Expressions re-
late structural variability (i.e., SPL features) to behaviour, specifying
which subset of products is able to execute each transition. Thus,
FTS take advantage of shared behaviour and allow substantial scale
economies to perform analysis tasks, such as testing and model
checking.

Yet, VIS are rarely shipped with FTSs. Engineers usually provide
these models by hand, which is time-consuming, error-prone and
does not scale to complex VISs. Current inference approaches [11,
12, 16, 34] either suffer from scalability issues (enumerative, variant-
based learning) or lack of automation (manual feature annota-
tion). These existing approaches often overlook the key strength
of variability models, which is their capability to express shared
behaviours among different products. Hence, the main objective
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of this research is to tackle these limitations and automate the cre-
ation of FTS, to alleviate the burden associated with modelling FTS
and enhance continuous QA activities. By harnessing the power of
automated learning techniques, this research aims to unleash the
full potential of variability models in expressing shared behaviours.
This, in turn, will enable more streamlined and effective verification
and validation processes, leading to improved software quality.

To address the current automation and scalability issues identi-
fied in the state-of-the-art, we take commonalities between variants
into account right from the early stages of learning. As FTS is a
fundamental formalism that can serve as a semantics for other VIS
modelling languages such as UML State Diagrams (e.g., via flatten-
ing [14]), the results are intended to be generic and therefore have a
profound impact on behavioural inference and automation.

2 RESEARCH QUESTIONS
This PhD project aims to answer the following research questions:
RQ1 How to automatically learn Featured Transition Sys-

tems in order to ease the burden of modelling FTS and
support continuous VIS QA activities?

RQ1.1 What amount of time does a variability-aware learning
approach requires? This question addresses the feasibility,
efficiency and scalability of our approach.

RQ1.2 Does variability-aware learning lead to fewer membership
queries than state-of-the-art approaches? By limiting the
number of queries, the learning process becomes more
efficient and faster, thereby allowing better scaling on
large systems.

RQ1.3 Does variability-aware learning lead to fewer learning rounds
and equivalence queries than state-of-the-art approaches?
Equivalence queries are typically very expensive in a learn-
ing algorithm, requiring significant computational resources
and time. Therefore, it is crucial to minimise their number
whenever possible.

RQ1.4 Does variability-aware learning lead to fewer resets than
state-of-the-art approaches? Resets allow a system to come
back to its original state, as if we had just restarted it.
Resets are difficult to avoid during learning process, but
they are time-consuming and should be avoided.

RQ2 How can we classify previously unseen behaviour to
multiple variants of a VIS?

RQ2.1 How accurately can we identify process variants based on
their traces? To the best of our knowledge, we propose
the first attempt to use recurrent neural networks (RNNs)
to learn such a mapping, we cannot compare it with the
state of the art. Instead, we expect the RNNs to be at least
more accurate than random classifiers (accuracy higher
than > 50%).

RQ2.2 What is the performance of long-short term memory (LSTM)
versus that of gated recurrent unit (GRU) for process traces
classification? We would like to know which model archi-
tecture is the most appropriate for this task if any.

Hypothesis. In order to focus on the behavioural aspects, we as-
sume that the Feature Model either already exists or has been learned
in some way. Various studies have already attempted to learn struc-
tural variability, depending on the source of information available.

We can highlight different methods, such as natural language analy-
sis [27] or static analysis of variant configurators [33]. Other studies
learned FM from variant catalogues (product tables), either using
datamining [1, 2] or evolutionary algorithms [28]. These techniques
were summarised in a recent systematic literature review [29]. Be-
sides, Ramos-Gutiérrez et al. [31] use process mining to retrieve
the process of configuring an SPL.

3 METHODOLOGY AND APPROACH
To address these research questions, we propose a two-phase frame-
work, depicted in Figure 1.

In order to learn an FTS, we rely on Dana Angluin’s L∗ learning
algorithm [3]. The 𝐿∗ algorithm follows a simple metaphor where
a Learner component constructs a model iteratively. The Learner
make queries to another component known as the Teacher, which
acts as a proxy for the system we want to model. If the learned
model is incorrect, the Teacher provides counterexamples to guide
the learning process. In this PhD, we adapt L∗ algorithm to learn
the behaviour of systems in a family-based and symbolic manner,
treating feature expressions as first class citizen.

Figure 1: LiFTS General Framework

Learning the VIS in a family-based fashion requires to relate
Angluin’s queries and counterexamples to configurations. However,
since the Teacher only knows about previously observed variants,
the existing mappings are incomplete as they rely on partial obser-
vations of the system. All new configurations are considered un-
known. Therefore, a configuration prediction technique is required
to bridge this gap and accurately relate queries and counterexamples
to specific configurations. Being able to locate variations is also an
essential part of any re-engineering endeavour [4] and is naturally
useful for testing techniques, notably to sample which variants
should be tested [23]. Existing variant analysis [35] techniques
rather focusing on the differences between identified variants than
identifying which variant(s) may have produced a given trace. To
address these challenges, we propose to leverage deep learning tech-
niques to develop an efficient approach for variability localisation.
By harnessing the power of deep learning, we aim to enhance the
capability of accurately identifying and localising variations within
the VIS, thus contributing to improved understanding and testing
of software variants. This second project is called VaryMinions.
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4 PRELIMINARY RESULTS
Our results are divided in two parts, each of them answering one
of the general research questions.

4.1 Variability-L∗

To address RQ1 (and its sub-questions), we introduce a novel model
called Featured Deterministic Finite Automaton (FDFA), which
serves as a finite and deterministic version of Featured Transition
Systems. Transition systems (and by extension FTSs) generally rep-
resent infinite behaviours. However, Since our learning approach
is based on finite execution trace, it naturally defines final states.
We thus defined FDFA as a way to represent finite behaviour in an
FTS-like structure. We then present a new algorithm, 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑑−𝐿∗
(𝐹𝐿∗), that fundamentally differs from previous approaches.

While Tavassoli, Damasceno, et al. [11, 12, 34] has contributed
valuable insights into learning in behavioural models of SPLs, their
approaches relies on a product-based perspective. This limits the
applicability to systems with few features. In this PhD project, we
aim to learn a unified model, rather than treating each product
individually (as in [11, 34]). We propose a more comprehensive
and integrated approach, where feature expression are treated as
first-class citizens. The notion of software family becomes the core
of our approach, emphasising the importance of considering the
relationships between features.

We also provide an implementation of 𝐹𝐿∗ called LiFTS, which
successfully learns five distinct case studies within a short time
frame ranging from a few seconds to less than two hours. Each
case studies has between 5 and 25 features, defining 6 to 4, 774
different variants. Furthermore, we highlight the unique aspects of
𝐹𝐿∗ compared to previous approaches. Additionally, we define a
visualisation aid for FTS/FDFA models.

Variability-𝐿∗ contributions:
(1) A new formalism, FDFA, as a variation FTS, allowing finite

behaviour and deterministic by construction;
(2) 𝐹𝐿∗, a new variation of 𝐿∗ algorithm, to automate the be-

haviour modelling of an SPL, considering variability from
the early stage of learning;

(3) LiFTS, an implementation of 𝐹𝐿∗, which successfully learns
5 distinct case studies (with 5 to 24 input symbols) within
short time frame, ranging from a few seconds to less than
two hours for each case study;

(4) a first comparison with the original algorithm and the latest
state-of-the-art approaches, demonstrating a significant re-
duction in the number of queries when variability is handled
explicitly;

(5) a procedure to ease FTS and FDFA visualisation, by leverag-
ing the capabilities of a Neo4J graph database.

4.2 VaryMinions
To address RQ2, we draw inspiration from natural language pro-
cessing (NLP) techniques. We establish an analogy between an NLP
sentence and an execution trace, where words or actions are ar-
ranged into valid sentences based on a specific grammar. Leveraging
this analogy, VaryMinions utilises RNNs to classify VIS behaviours
among different variants that can reproduce them. However,in NLP

context, classical RNNs tend to suffer from the vanishing or explod-
ing gradient problem [7, 24] when dealing with long sentences. To
overcome this issue, we chose more specified RNN architectures:
GRUs and LSTMs. We evaluate VaryMinions on six diverse datasets,
encompassing both SPL and business process domains. Each dataset
consists of up to 50 variants and 5, 000 event traces per variant.

We decided to vary only a few of hyperparameters to try to
understand how much impact they may have on learning. In total,
we evaluate 20 distinct RNN parameterisations on each of the 6
datasets. Based on our previous experiences [21], we decide to set
the number of units to 30 which has shown relatively good per-
formances while limiting the training time. The percentage of the
data used for training is set to 66% of the whole dataset which is
a common value in the ML community, the remaining traces are
used in the test set to assess the generalisation performances of the
trained models. We set the batch size to 128, which is adapted to
the dataset size. We set the number of epochs to 20 to avoid overfit-
ting. In our preliminary evaluations (evaluated between 10 and 50
epochs), a plateau was reached after approximately 15 epochs. We
thus set the number of epochs to 20, to allow for small increases in
accuracy. During training, Loss functions are used to optimise the
weights of the networks by back-propagating errors. We have used
three loss functions already implemented in tensorflow 1, namely
Binary Cross-Entropy (with and without logits, respectively named
hereafter Bin-CE and Bin-CE logits) and the Mean Squared Error
(MSE). Since we represent each variant by an element in a vector,
the error can be defined as a difference between two vectors. We
thus propose two new custom loss functions: a variant of the Jac-
card distance [26] (named Weight_Jaccard hereafter, already used
to evaluate trace dissimilarity in VISs, e.g., [18]), and the Manhattan
distance between two vectors (sometimes called L1 norm). Finally,
we experimented with two common activation functions which are
sigmoid and hyperbolic tangent (tanh).

The training and performance evaluation process is done as
follows: i) the entire dataset is randomly split into training and
test sets. We have used the Keras function train_test_split 2 that
ensures the data distribution of classes among the two sets are
similar. ii) Amodel is trained using the training set. iii) Its prediction
performances are evaluated on the test set. We mitigate biases in
our analyses by repeating the whole process ten times, with a
new split between train and test sets. In total, the evaluation took
approximately 150 days of execution.

VaryMinions contributions:
(1) the first family-based approach, which we called VaryMin-

ions, to map execution traces to variants of a system. We
showed empirically that VaryMinions can distinguish 50
variants from 5, 000+ event traces per variant;

(2) a detailed account on the usage of Long Short Term Mem-
ory (LSTMs) [25] and Gated Recurrent Units (GRUs) [6],
two RNN architectures, on six different datasets, describing
business processes and course management system variants,
showing that we can identify the variant(s) producing an
event trace with high accuracy (> 80%);

1https://www.tensorflow.org/api_docs/python/tf/keras/losses
2https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.train_
test_split.html
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(3) four datasets openly available and based on Claroline [13,
15, 17] and containing 2 ∗ 10 and 2 ∗ 50 software variants
with 5, 000 traces per variants;

(4) a characterisation of the learning difficulty based on the
behaviour shared amongst event traces.

The first results of this thesis has been already published in the
following contributions:

[20] Sophie Fortz. Lifts: Learning featured transition systems. In
Proceedings of the 25th ACM International Systems and Soft-
ware Product Line Conference - Volume B, Leicester, United
Kindom, SPLC ’21, page 1–6, New York, NY, USA, 2021. As-
sociation for Computing Machinery (Doctoral Symposium)
(Doctoral Symposium)

[21] Sophie Fortz, Paul Temple, Xavier Devroey, Patrick Heymans,
and Gilles Perrouin. Varyminions: leveraging RNNs to iden-
tify variants in event logs. In Apostolos Ampatzoglou, Daniel
Feitosa, Gemma Catolino, and Valentina Lenarduzzi, editors,
Proceedings of the 5th International Workshop on Machine
Learning Techniques for Software Quality Evolution, Athens,
Greece, 23 August 2021, pages 13–18. ACM, 2021

Variability-aware 𝐿∗ is currently unpublished, but we have plans
to address this and publish it in the near future.

Open Science Policy. We have provided a replication package
that includes an implementation of VaryMinions, along with all
the related results [22]. In the future, we intend to offer a similar
replication package for Variability-𝐿∗, after conducting a thorough
evaluation.

5 WORK PLAN
Since the 2021 edition of the Doctoral Symposium [20], we pursued
our work on trace classification among multiple variants. We pro-
vide a statistical evaluation on 4 new custom datasets from SPL,
in addition to our 2 previous business process datasets. We also
improved our implementation of VaryMinions.

During this period, we also participated to several scientific
events, including:

• the workshop of the Interdisciplinary Centre for Security,
Reliability and Trust (SnT group from Luxemburg, event
taking place in Namur, 2021);

• the 44th ICSE (Virtual, Pittsburgh, USA, 2022);
• the annual workshop of the EOS project on Verifying Learn-
ing Artificial Intelligence Systems (Leuven, Belgium, 2022);

• the annual days of the Programming and Software Engi-
neering Research Group (GDR-GPL Days, Vannes, France,
2022);

• the 26th SPLC (Graz, Austria, 2022);
• the PhD day of the Computer Science faculty (Namur, Bel-
gium, 2022);

• the Women & Girls in Sciences Day (Namur, Belgium, 2022
and 2023 editions);

• the 17th VaMoS (Odense, Denmark, 2023).

A poster was presented at the 2022 edition of Women & Girls in
Sciences and short presentations were given at the SnT workshop,
the PhD day and the 2023 edition of Women & Girls in Sciences.

FutureWork. This PhD is planned to be defended publicly by the end
of September 2023. Until then, we pursue the work on Variability-
aware 𝐿∗, particularly its evaluation. We envision a statistical anal-
ysis for a better comparison with the state-of-the-art and assessing
the impact of family-based methods versus product-based methods.

Then, we envision several research directions:

• Combining VaryMinions and Variability-aware 𝐿∗: We pro-
pose an integrated approach for the LiFTS project, suggest-
ing the integration of VaryMinions into our implementa-
tion of Variability-aware 𝐿∗ to enhance the capabilities of
the Teacher. We discus the joint learning of structural and
behavioural aspects, addressing limitations in the current
assumption of a pre-existing feature model in LiFTS, and
proposing the development of a comprehensive platform for
FTS manipulation.

• Studying variability-aware equivalence queries: We aim to in-
vestigate techniques and approaches to handle equivalence
queries in the context of VISs, to improve the scalability, ac-
curacy, and efficiency of equivalence testing in the presence
of variability. This research can contribute to the develop-
ment of more reliable and robust techniques for learning
and verifying variability-intensive systems, enabling better
understanding and analysis of their behavioural properties.

• Generalising the framework and improving its scalability: To
tackle scalability challenges in the context of variability, we
suggest the use of counterexamples to approximate equiva-
lence, prioritisation techniques for exploring the behaviour
space efficiently, and extending the SUL interface to interact
directly with a real system for practical evaluation. We also
consider memory usage, optimisations through parallelism
and integration with existing frameworks.

• Developing a feature-based approach data representation for
VaryMinions: To overcome the impracticality of enumerat-
ing and executing all variants in large-scale VISs, a potential
future direction is to shift the data representation. Instead of
explicitly considering each variant, system configurations
can be described based on their features. This approach en-
ables precise identification of feature combinations that cor-
respond to specific behaviours, offering valuable insights for
fault localisation and repair techniques where identifying
the specific feature combination causing an issue is crucial.

• Studying other neural network architectures: To optimise the
classification performance in trace-to-variant mapping, we
need to consider factors such as loss functions, activation
functions, network complexity, and data labelling. We sug-
gest exploring alternative loss functions, custom activation
functions, balancing network complexity and generalisation
capability, and leveraging semi-supervised learning tech-
niques to reduce the labelling effort and improve prediction
performance.

Overall, we provide perspectives and potential research direc-
tions for advancing variability-aware automata learning and im-
proving the association of behaviour with VIS configurations, with
a focus on integration, scalability, data representation, and neural
network optimisation.
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