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Problem Statement

Research Question: 
How to automatically learn Featured Transition Systems?

What’s next?

VaryMinions

• Up to 87% of accuracy with great stability 
• Similar results for LSTM and GRU 

Uses Machine Learning to map  
traces to configurations

• FE as first-class citizen 
• Direct mapping on transitions 
• Family-based

FTSLearnLib
Adapts state-of-the-art  
learning algorithm to FTS
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And using such family-based models models allows scale economies on 
various tasks (such as software testing and formal verification)

Configurable Systems  
are everywhere…

Behaviour can be modelled with 
Featured Transition Systems

• How to improve data 
representation? 

• How to improve 
Classification?

• How to generate 
counterexamples? 

• How to optimise the 
generated FTS?


